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In this work we studied the Hopfield fermionic spin-glass model which allows interpolating from trivial
randomness to a highly frustrated regime. Therefore, it is possible to investigate whether or not frustration is
an essential ingredient which would allow this magnetic-disordered model to present naturally inverse freezing
by comparing the two limits, trivial randomness and highly frustrated regime, and how different levels of
frustration could affect such unconventional phase transition. The problem is expressed in the path-integral
formalism where the spin operators are represented by bilinear combinations of Grassmann variables. The
grand canonical potential is obtained within the static approximation and one-step replica symmetry-breaking
scheme. As a result, phase diagrams temperature versus the chemical potential are obtained for several levels
of frustration. Particularly, when the level of frustration is diminished, the reentrance related to the inverse
freezing is gradually suppressed.
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I. INTRODUCTION

There is current interest �see, for instance, Refs. 1–7� in
studying inverse transitions, melting or freezing, motivated
by the quite unconventional situation present in such transi-
tions in which the ordered phase is more entropic than the
disordered one.8 This apparent counter-intuitive transition
has become even more interesting since there are now vari-
ous physical systems displaying this kind of transition, as for
example, magnetic films9 and, particularly, high-Tc
superconductors.10 Therefore, the knowledge about which
conditions are necessary for the existence of inverse transi-
tions is a challenging issue.11

Among the proposed classical magnetic models which
can show inverse transitions, the Blume Capel �BC� �Ref. 1�
and the Gathak-Sherrington �GS� �Refs. 1, 2, and 5� models
can be useful to clarify what would be such conditions. For
instance, the phase diagram of the BC model12 displays in-
verse melting with a phase transition from the ferromagnetic
�FM� phase to the paramagnetic �PM� one when the tempera-
ture is decreased. However, in order to obtain inverse melt-
ing in the BC model, it is strictly necessary to impose in the
problem the entropic advantage of the interacting state
through parameter r= l /k�1, where l and k are the degen-
eracy of �1 and 0 spins states, respectively.1 In contrast with
the BC model, the GS model13—which is similar to the BC
model except that it has the spins couplings given as random
Gaussian variables—shows naturally inverse freezing. In
other words, there is a reentrant first-order boundary phase
separating the spin glass �SG� and PM phases. However,
there is no need of any entropic advantage of interacting
states.2,5 The previous discussion suggests that the random-
ness is responsible for producing naturally inverse freezing
in the GS model as compared with the inverse melting case
in the BC model. In fact, to be more precise, it seems that the
presence of nontrivial form of randomness, which means
frustration,14 would be the essential ingredient which allows
inverse freezing in the GS model with no need of entropic

advantage. That sets some questions: What is the actual role
of nontrivial randomness to produce naturally inverse freez-
ing? Is this natural inverse freezing robust when the level of
frustration is diminished? Can models with trivial random-
ness present naturally inverse transitions?

The purpose of the present work is to investigate what is
the actual role of frustration as a basic condition to produce
naturally inverse freezing. That could be achieved by com-
paring two distinct situations, the trivial randomness and the
highly frustrated regime, and also studying how natural in-
verse freezing would be affected when the level of frustra-
tion is varied. Therefore, the problem is not only to find a
random magnetic model which presents naturally inverse
freezing but also to get one which allows the level of frus-
tration to vary. Quite recently, the fermionic Ising spin-glass
�FISG� model7 has been proposed as a model able to display
naturally inverse freezing in a phase-diagram temperature
versus the chemical potential �. This model has the spin

operators Ŝi
z given as bilinear combinations of creation and

destruction fermionic operators which have four eigenstates,
two of them nonmagnetic.15–17 The spin-spin coupling Jij,
likewise the GS model, is a random variable which follows a
Gaussian distribution. Indeed, the existence of inverse freez-
ing in this model could be expected since there is a close
relationship between the GS and the FISG models.18 For
instance, the partition function of these two models can be
related by a mapping between the anisotropy constant D of
the GS model and �.19

The FISG model is also useful to examine how quantum
effects, included by the presence of a transverse field �
�Refs. 16 and 20� can affect inverse freezing. In Ref. 7, it has
been shown that, when � is increased, the reentrance in the
SG/PM first-order boundary phase in the phase-diagram tem-
perature T versus the chemical potential � gradually disap-
pears. This scenario also suggests that � in the FISG model
plays the opposite role of the rather artificial parameter r in
the BC model discussed in Ref. 1. Nevertheless, the FISG
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model, in its original form with Gaussian random couplings,
is a strongly frustrated model. Therefore, it is not possible to
investigate in this model how the change in the level of
frustration could affect the inverse freezing.

An alternative route to accomplish the previously men-
tioned investigation would be to use the FISG model in a
version in which one could adjust the level of frustration. In
that sense, the classical Hopfield spin glass21,22 can be quite
useful. In this model, the interactions Jij between classical
Ising spins are given below

Jij =
J

2N
�
�=1

p

�i
�� j

�, �1�

where �i
�= �1 �i or j=1,2 , . . . ,N, where N is the number of

sites� are independent random distributed variables. This
type of interaction has been intensively used to study com-
plex systems.21 There are clearly two extreme cases for the
classical Hopfield Ising spin-glass model. When p=1, it be-
comes the Mattis model,23 which is a well-known example of
trivial randomness.14 The second one is when p→�. In that
limit, the thermodynamics corresponds to the strongly frus-
trated regime given by a random Gaussian distributed Jij.

24

In particular, the replica symmetric mean-field solution of the
classical Hopfield spin-glass model22 can provide a useful
method for the purposes of the present work. It is described
in terms of two order parameters, the usual spin glass q and
m�= 1

N�i=1
N �i

��Si� which indicates the presence of Mattis
states that have a thermodynamics similar to the usual
ferromagnetism.21,22 Most important, there is a parameter
called here degree of frustration, a= p /N which allows con-
trolling the level of frustration in the theory. It is important to
remark that there is a particular value ac which for a�ac the
effects of frustration are dominant.21,22 As a consequence, it
is possible to interpolate the thermodynamics from the trivial
randomness �a=0� to the strongly frustrated regime
�a�ac�.

Therefore, to answer the questions arisen previously, we
use the Hopfield Fermionic Ising spin-glass �HFISG� model.

In this case, the spin operators Ŝi
z are defined as the FISG

model but the random spin coupling Jij is given as Eq. �1�.
The partition function is obtained in the functional integral
formalism using Grassmann fields where the disorder is
treated with the replica method.25 The problem can be re-
duced to a one-site problem by using a similar procedure to
solve the classical Hopfield spin glass21,22 within the static
approximation �SA� �Ref. 26� and one-step replica symmetry
breaking �1S-RSB�.27 It should be remarked that in the
HFISG model, as the FISG one,15,17,20,28 the replica diagonal
component of the SG order parameter q�� appears as an
additional order parameter to be solved with the others. Par-
ticularly, this order parameter represents the spin self-
interaction that has an imaginary time dependence for quan-

tum SG models.26,29 However, the spin operators Ŝi
z commute

with the Hamiltonian operators for the present HFISG
model. Consequently, the q�� has no dynamic, which means
that the SA is exact in the present work.15,16

One important point in the present work is how to locate
first-order boundaries phases found for different degrees of

frustration. The criterion adopted here follows closely that
one suggested in Ref. 30 for the classical GS model. Hence,
we selected, from the set of spin-glass solutions in the tran-
sition that one which meets continuously with the spin-glass
solution for small value of the chemical potential �. In fact,
that corresponds to the largest spin-glass order parameter
which gives the lowest grand canonical potential �see also
the discussion in Ref. 31�. Then, by equating the grand ca-
nonical potential of the spin-glass and paramagnetic solu-
tions, the first-order boundary phase is located.

The use of the 1S-RSB scheme also deserves some re-
marks since our main interest is to obtain boundaries of
phase transitions. It has been found in previous works2,5,7

that the use of the RSB schemes in GS or FISG models
essentially preserves the reentrance in the SG/PM first-order
boundary phase associated to the inverse freezing. There are
only small differences which appear mainly at very low tem-
peratures. Even so, for the HFISG model, we decided to use
1S-RSB scheme to check for intermediated values of a
whether or not these differences will remain unimportant.
Moreover, we also analyzed the stability of the RS solutions
for the sake of completeness of the work.

This paper is structured as follow: in Sec. II, we derived
the thermodynamics and the set of coupled equations for the
saddle-point order parameters. In Sec. III, phase-diagrams
temperature versus the chemical potential are presented for
several values of a. The entropy behavior as function of tem-
perature and the grand canonical potential as function of
chemical potential are also discussed. Finally, Sec. IV is re-
served to conclusions.

II. MODEL

The Hamiltonian considered here is a HFISG model

Ĥ = − �
ij

JijŜi
zŜj

z, �2�

where Jij is given in Eq. �1� and the random �i
� follows the

distribution

P��i� =
1

2
	�i

�,+1 +
1

2
	�i

�,−1. �3�

In this model, Ŝi
z= 1

2 �n̂i↑− n̂i↓� is the spin operator, with
n̂i
=ci


† ci
 as the number operator, ci

† �ci
� are fermions cre-

ation �destruction� operators and 
=↑ or ↓ indicate the spin
projections.

The partition function in the grand canonical ensemble is
given in the Lagrangian path integral formalism where the
spin operators are represented as bilinear combinations of
anticommuting Grassmann fields �� ,��� �Ref. 32�

Z��	 =
 D�����eA��	, �4�

where
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A��� = 

0

�

d
��
j,


� j

� �
��−

�

�

+ �
� j
�
�

− H����
�,��
��� , �5�

where � is the chemical potential and �=1 /T. Z��	 is Fou-
rier transformed in time which results in

Z��	 =
 D�����eA�+ASG �6�

with

A� = �
j,�

�



� j

† ����i� + ���� j
��� , �7�

ASG = �
�

�
ij

�JijSi
z����Sj

z�− ��� �8�

and

Si
z���� =

1

2�
�

�




s�i

† �� + ����i
��� , �9�

where � is chemical potential, �= �2m+1��,
��=2m��m=0, �1, . . .� are the Matsubara’s frequencies and

s=+�−� if 
= ↑ �↓ �. In this work, the problem is analyzed
within SA which considers only the term when ��=0 in Eq.
�9�.16,26,28,33

The grand canonical potential is obtained by using the
replica method

�� = − lim
n→0

1/�nN����Z�n���� − 1� , �10�

where Z�n��Zn and �� . . . ��� means the configurational aver-
aged over �. Thus

Z�n� = �
�=1

n 
 D���
� ,���exp�A�

� + ASG
�stat� , �11�

where after using Jij given in Eq. �1�, the action ASG
stat can be

written as

ASG
�stat =

�J

2N
�
�=1

p

�
�=1

n

��
i

�i
�Si

�
2
−

�Jp

2N
�

i
�
�=1

n

�Si
��2 �12�

with � denoting the replica index and Si
��Si

��0�.
The average over Z�n� given in Eq. �11� is discussed in

detail in Appendix A. In the present work, the 1S-RSB an-
satz is adopted, in which the replica matrix �Q	 and the ma-
trix �r	 are parametrized as

q�� = �q̄ if � = �

q1 if �� − �� � x

q0 otherwise
� r�� = �r̄ if � = �

r1 if �� − �� � x

r0 otherwise
�
�13�

and order parameters m1
� are invariant with respect to permu-

tations of replicas: m1
�=m, where �=1, . . . ,n. Therefore, the

parametrization in Eq. �13� is used in Eqs. �A8� and �A9�. As

a consequence, the 1S-RSB grand canonical potential is
found as

�� = − �� +
�2J2a

2
�r̄q̄ − �1 − x�r1q1 − xr0q0�

+
a

2x
ln

1 − �J�q̄ − q1 + x�q1 − q0��
1 − �J�q̄ − q1�

−
1

2

�Jaq0

1 − �J�q̄ − q1 + x�q1 − q0��
+

�Jm2

2

+
a

2
� ln�1 − �J�q̄ − q1�� − lim

n→0

1

n
ln�����r�,m,�����,

�14�

where

���r	,m,�� =
 �
�

n

D���
� ,���

�exp��2J2a

2 ��r̄ − r1 − 1/�J��
�=1

n

�S��2��
� exp��r1 − r0��

l=1

n/x � �
�=�l−1�x+1

lx

S�
2�
� exp�r0��

�=1

n

S�
2

+ �J�
�=1

n

��mS��� �15�

with a= p /N. The quadratic forms into the function
���r	 ,m ,�� can be linearized by Hubbard-Stratonovich
transformations where new auxiliary fields are introduced in
the problem. Therefore, one has

���r�,m,�� =
 Dz�
 Dv�
 Dw

�
 D�����exp�
�


�

����G−1����
����x�n/x

�16�

with Dy= dye−y2/2

�2�
�y=z ,v ,w� and

G−1��� = g−1��� + h̄�z,v,w� + �J��m� . �17�

The local spin-glass component of the random field h̄�z ,v ,w�
is defined by

h̄�z,v,w� = �J��ar0z + �a�r1 − r0�v + �a�r̄ − r1 − 1/�J�w� .

�18�

The functional integral over the Grassmann variables, as
well as the sum over the Matsubara‘s frequencies in Eq. �16�,
can be performed following closely the procedure given in
Refs. 16 and 20. Finally, the grand canonical potential within
1S-RSB approximation can be written as
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�� =
�2J2a

2
�r̄q̄ − �1 − x�r1q1 − xr0q0� +

�Jm2

2

−
1

2

�Jaq0

1 − �J�q̄ − q1 + x�q1 − q0��
+

a

2
ln�1 − �J�q̄ − q1��

+
a

2x
ln

1 − �J�q̄ − q1 + x�q1 − q0��
1 − �J�q̄ − q1�

− ��

−
1

x

 Dz��ln
 Dv�2K�z,v����x��

�

, �19�

where

K�z,v��� = cosh �� + e�Ja/2��J�r̄−r1�−1� cosh H̄�z,v,��
�20�

and

H̄�z,v��� = �J��ar0z + �a�r1 − r0�v + �m� . �21�

The set of equations for the order parameters m, q0, q1, q̄,
and the block size parameter x can be found from Eq. �19�
using the saddle-point conditions.

In particular, the elements of matrix r are given by

r0 =
q0

�1 − �J�q̄ − q1 + x�q1 − q0��	2 , �22�

r1 − r0 =
q1 − q0

�1 − �J�q̄ − q1���1 − �J�q̄ − q1 + x�q1 − q0��	
,

�23�

r̄ − r1 =
1

�J�1 − �J�q̄ − q1��
. �24�

The average over � in the grand canonical potential can be
done using the parity properties of the functions dependent
on z and v. The entropy can also be obtained directly from
the grand canonical potential.

The stability of the RS solution q��=q, r��=r ����� is
studied using the Almeida-Thouless analysis, in which the

condition for the stable RS solution ��at�0� is obtained as34

�at = �1 + �J�q − q̄��2 − a��J�2
 Dz

�� eu cosh H�r�
K�r, r̄�

− � eu sinh H�r�
K�r, r̄� �2�2

�25�

with K�r , r̄�=cosh����+eu cosh H�r� and

u =
1

2
�Ja��J�r̄ − r� − 1�, H�r� = �J�arz + �Jm . �26�

III. RESULTS

The numerical solutions for the coupled set for the saddle-
point order parameters q1, q0, q̄, and m are displayed in
phase diagrams T /J versus � /J given below for several val-
ues of the parameter a, where T is the temperature and J is
defined in Eq. �1�. For the numerical results, J=1 is used.
The RS scheme for the order parameters is also calculated
when q0=q1�q. The stability of such solution is investi-
gated by calculating the Almeida-Thouless eigenvalue �AT
given in Eqs. �25� and �26�. Such analysis shows that the PM
solutions and Mattis states �FE� present �AT�0 while the SG
ones have �AT�0. This result could indicate that it is neces-
sary to use RSB schemes to locate more adequately the
SG/PM first-order boundary phase. However, the results
shown in Figs. 1 and 2 have found that, in such first-order
boundary phase, the reentrance and, therefore, the inverse
freezing are not essentially affected by the use of RS or
1S-RSB schemes similar to the FISG model.7

In Fig. 1, it is presented phase diagrams which illustrate
two quite distinct situations concerning the degree of frustra-
tion. The first one �a=0�, which is shown in Fig. 1�a�, cor-
responds to trivial randomness,14 which means that there are
no effects of frustration. In this phase diagram, for low T /J
and small � /J, one gets FE as solution. For higher T /J
and/or larger � /J, it is found the PM solution. For small
� /J, the boundary phase transition between FE and PM
phase �called here T2c���� is second order. However, when
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FIG. 1. Phase diagrams T /J versus � /J for a=0.0 and a=0.1. In the phase diagrams, the full lines represent the second-order transition
and the dashed lines represent the first-order transition. Ttc indicates the tricritical point. The insets show the entropy S versus T /J for specific
values of � /J in the first-order transition, where T1c and T1f represent the first-order transition between FE/PM and SG/PM phases,
respectively.
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� /J increases, it appears a tricritical point located at
Ttc=J /3 and �tc=0.438J �see Appendix B�. Most important,
there is no reentrance in the subsequent first-order part of the
boundary phase transition T1c���. In Fig. 1�b�, the degree of
frustration is increased �a=0.1� and, for that case, effects of
frustration become dominant. Thus, the FE solution is re-
placed by a SG one in which, m=0, q̄�0, q0�0, and
q1�0 while the PM phase has m=0, q̄�0, q0=0, and
q1=0. The freezing temperature has also a second-order part
T2f���. As for the trivial randomness case, a tricritical point
appears, with value Ttc�0.438J and �tc�0.752J �see Ap-
pendix B�. Nevertheless, the first order part of the freezing
temperature T1f��� now shows a reentrance which indicates
the existence of inverse freezing, as it can be seen in the inset
in Fig. 1�b�, which displays the entropy as function of T /J.
There, it is shown that entropy of the SG phase is larger than
the PM one for that particular degree of frustration. It should
be remarked that this phase diagram is quite similar to that
one found for the FISG model.7 The location of the bound-
aries phases in Fig. 1 has been checked in the limits �=0 and
T=0 as it can be seen in Appendices B and C.

There is a more complex scenario as compared with that
one described in Fig. 1�b� when a→0. In Fig. 2�a�
�a=0.01�, the solution for the order parameters shows a
phase diagram which illustrates this new scenario. For a
small � /J, when T /J is decreased, there is a second-order
phase transition between the PM and SG phases. However,
for even lower temperatures, there is another phase transi-
tion, which is now a first-order one, between the SG phase
and FE region, which is given now by m�0, q̄�0, q0�0,

and q1�0. For this particular value of a, SG and FE solu-
tions occupy approximately equal sizes in the phase diagram.
The freezing temperature has a similar behavior to that one
found in Fig. 1�b�. It has a second-order part T2f��� for small
�, then it appears a tricritical point at Ttc�0.366J and
�tc�0.539J �see Appendix B�. Below this point, T1f��� pre-
sents a reentrance which allows, for an adequate constant �,
crossing from the SG phase to the PM one when the tem-
perature is decreasing. Nonetheless, this first-order boundary
phase has a complex nature. It appears a triple point at
�Ttp ,�tp� where FE, PM, and SG phases coexist. Below this
point, the first-order boundary phase T1c��� displays no re-
entrance, as in the case a=0.

For smaller values of a, as shown in Figs. 2�b�–2�d�, the
region where FE solutions are found becomes increasingly
larger than the SG one which is consistent with earlier results
found in the classical Hopfield spin-glass model which dis-
plays, in a phase diagram T versus a, a dominance of the
Mattis states when a→0.21 Even so, in this new situation,
the location T2f��� is not affected so much. However, the
tricritical point is displaced for smaller and lower values of
� /J and T /J, respectively. In comparison, the triple point is
displaced for smaller values of � /J and higher values of T /J.
As a consequence, T1f��� and T1c��� appear in a decreasing
and increasing range of temperature, respectively. Neverthe-
less, most important, the reentrance in T1f ��� is gradually
suppressed when a→0. However, the inset in Fig. 2�d�
shows that even when the level of frustration is very weak,
and T2f��� appears in a very short range of temperature, a
reentrance in such first-order boundary phase is still pre-
served.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

T/J

(a)
a=0.01

PM

SG

FE

Ttc

Ttp

o

λat<0

λat>0

λat>0

0

0.1

0.45 0.5 0.55

SG

PMFE
Ttp

Ttc

Ttp

(b)

o

λat<0

λat>0

λat>0

a=0.005

PM

SG

FE

0

0.1

0.2

0.45 0.5 0.55

SG

PMFE
Ttp

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 0.2 0.4 0.6 0.8 1

µ/J

(c)

oT/J
Ttc

Ttp

a=0.0025

PM

SG

FE

λat<0

λat>0

λat>0

0

0.1

0.2

0.3

0.45 0.5 0.55

SG

PMFE

Ttp

0 0.2 0.4 0.6 0.8 1

µ/J

a=0.001
(d)

o

λat<0

λat>0

λat>0

PM

SG

FE

Ttc

Ttp

0

0.2

0.5

SG

PMFE

Ttp

FIG. 2. Phase diagrams T /J versus � /J for several low values of a. Ttc is a tricritical point and Ttp is a triple point. Dashed lines represent
the first-order transition and solid lines represent the second-order transition. The insets show the location of the triple point in details. Close
to the triple point, a small difference between the first-order boundary of the 1S-RSB �dotted lines� and RS �dashed lines� solutions can be
seen in the insets.
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The procedure to locate the first-order boundary lines in
the previous phase diagrams is illustrated in Fig. 3, where the
grand canonical potential versus � /J is plotted for T /J=0.2.
In Fig. 3, the set of multiple SG solutions is represented by
branches of full lines, where the chosen SG solution is that
one which meets continuously with the only one SG solution
available for small values of � /J. From that SG solution, the
first-order boundary phase is obtained by equating the grand
canonical potential of SG, PM, and FE solutions.

The corresponding behavior of the entropy as a function
of T /J for the values of a used in Fig. 2 is shown in Fig. 4.
This figure illustrates the gradual suppression of inverse
freezing when a→0. For instance, in Fig. 4�a�, the value of
�=0.53J is chosen to cross the reentrant first-order boundary
phase in T1f��� in Fig. 2�a�. The figure shows that the en-
tropy of SG phase is larger than the entropy of the PM one in
the first-order transition which, as in the inset of Fig. 1�b�,
indicates the existence of inverse freezing. The same proce-
dure has been adopted in Figs. 2�b�–2�d�, values of � are
adjusted to be close to �tp. The result found in Fig. 2�b� is
similar to that one found in Fig. 2�a�. However, Fig. 2�c�
displays the entropy behavior when T1f��� and T1c��� are
now crossed. The first crossing is in the reentrant line tran-
sition T1f��� giving an inverse freezing as in Figs. 2�a� and
2�b�. The second one in T1c��� gives a usual phase transition
in which the PM phase is more entropic than the FE one, as
already found in Fig. 1�a�. In Fig. 2�d� the reentrance in
T1f��� is almost suppressed. Thus, for the chosen value of �,

there is only one crossing in T1c��� which gives the entropy
behavior of a usual phase transition as that one found in Fig.
1�a�.

IV. CONCLUSION

In the present work, it has been studied the HFISG model
in which the random spin-spin coupling Jij, instead of the
usual Gaussian distribution, is given by Eq. �1�. For this
particular choice of Jij, the problem can be treated in a mean-
field framework which allows adjusting the level of frustra-
tion. Therefore, it is possible to study not only the existence
of a natural inverse freezing in the limits of trivial random-
ness and strong frustration but also how changing the level
of frustration could affect such transition. In this approach,
within 1S-RSB scheme, besides the replica nondiagonal SG
orders parameters q0, q1, and the block size parameter x,
there is also the replica-diagonal order parameter q̄. The set
of order parameters is completed with m which corresponds
to the presence of Mattis states �FE�.21,22 The coupled equa-
tions for q0, q1, x, q̄, and m are solved for several values of
degree of frustration a in a phase diagram T versus chemical
potential �. In particular, the RS solution is also obtained
when q0=q1�q.

The comparison among the several scenarios displayed in
Figs. 1 and 2 elucidates the role of frustration as the essential
ingredient responsible for producing naturally inverse freez-
ing in the HFISG model. In other words, an inverse freezing
without any need of an artificial entropic advantage. For in-
stance, the comparison between results given in Figs. 1�a�
and 1�b� shows that only in the case a=0.1 �the strong frus-
trated regime� a reentrant first-order boundary phase appears.
The trivial randomness is not able to generate naturally a
reentrance and, therefore, an inverse transition. Furthermore,
in Fig. 2, when the level of frustration is diminished, the
range in temperature of the SG/PM first-order boundary
phase is decreased but, most importantly, the reentrance in
this first-order boundary phase is gradually suppressed, what
implies in the gradual suppression of inverse freezing until
the complete disappearing in the trivial randomness case
�a=0�. Nevertheless, whatever the level of frustration, there
is always a reentrance in SG/PM first-order boundary phase
which gives an inverse freezing. In contrast, the range of the
FE/PM first-order boundary phase is simply increased, noth-
ing else happens. These previous features lead to the conclu-
sion that frustration in any level is the necessary condition to
create naturally the entropic advantage of the SG phase as
compared with the PM one which generates an inverse freez-
ing. Albeit, these results are restrict to a particular model, we
suggest that the role of frustration as an essential ingredient
to raise naturally inverse freezing could be more general.

One last remark must be done. The present approach
could be used directly in GS model with the coupling Jij as
given in Eq. �1� replacing the original Gaussian distributed
one.13 However, the great advantage of the HFISG model is
that it would also allow studying the present problem in the
presence of a transverse magnetic field �.16,20,33 In Ref. 7, it
has been shown that � tends to destroy the inverse freezing.
Therefore, the presence of an additional � would lead to
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FIG. 3. Grand canonical potential � versus � /J for T /J=0.2
and two values of a=0.1. The full, dotted, and dashed-dotted lines
represent the � of SG, PM, and FE solutions, respectively.
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another question: what would happen with the inverse freez-
ing in the HFISG model when the level of frustration and the
strength of quantum effects are simultaneously changed? In
that case, it would be possible to investigate the robustness
of the inverse freezing by adjusting simultaneously the de-
gree of frustration and �. This question is currently under
investigation.
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APPENDIX A: THE AVERAGE OVER Z(n)

In this appendix, the averaging procedure of the partition
function of the HFISG model is introduced following closely
Ref. 21. The first term in the action ASG

stat �see Eq. �12�� can be
linearized by a Hubbard-Stratonovich transformation by in-
troducing n� p auxiliary fields m�

� which are splitted in two
subsets with n� �p− l� and n� l terms. Therefore

exp�ASG
stat� = exp�−

�Jp

2N
�
�

�
i

�Si
��2�

� 

−�

�

Dm�
� exp�
�

�=1

l

�
�
�−

1

2
�m�

��2 + �i,�
� ��

� 

−�

�

Dm�
� exp�
 �

�=l+1

p

�
�
�−

1

2
�m�

��2 + �i,�
� �� ,

�A1�

where 
=�JN, �i,�
����= 1

N�i�i
����Si

�m����
� , and Dm����

�

=������
dm����

�

�2�
.

It is assumed that the relevant contributions come from
m�

� which are order unity while m�
� is of order 1 /�N. There-

fore, the average over the p-l independent random variables
�i

� can be done using P��i
�� given in Eq. �3� which results in

��exp��J �
�=l+1

p

�
�
��

i

�i
�Si

�
m�
����

�

= exp��
i

�
�=s

p

ln�cosh��J�
�

Si
�m�

�
�� . �A2�

The argument of the exponential in the right-hand side of
Eq. �A2� can be expanded up to second order in m�

�. The
result is a quadratic term of the spins variables Si

� in the last
exponential of Eq. �A1�. This term can be linearized by in-
troducing the spin-glass order parameter q�� using the inte-
gral representation of the delta function as



−�

� dr���

2�
exp�ir��� �q�� −

1

N
�

i

Si
�Si

�
�
= 	�q�� −

1

N
�

i

Si
�Si

�
 . �A3�

Therefore, the exponential involving m�
� in Eq. �A1� can

be written as

exp��N �
�=l+1

p

�
�
�−

1

2
�m�

��2 +
1

N��
i

�i
�Si

�
m�
���

= 

−�

�

�
��

dq��dr̃��

2�
exp��

2 �
�=l+1

p

m�
����m�

�D���
�A4�

with

D�� = i�
��

r̃���q�� −
1

N
�

i

Si
�Si

�
 , �A5�

where the matrix element

��� = �1 − �q���	�� + �q���1 − 	��� . �A6�

Introducing Eqs. �A4�–�A6� into Eq. �A1�, the m�
� fields can

be integrated to give

��exp�ASG
stat����

= exp�−
�Jp

2N
�

i

�Si
��2���


−�

+�

Dm�
�

�exp�
�
�=1

l

�
�
�−

1

2
�m�

��2 + �i,�
� ����

�

�

−�

�

�
��

dq��r̃��

2�
exp�D�� −

1

2
�p − l��Tr ln �=�� .

�A7�

Assuming l=1 in Eq. �A7�, the averaged partition func-
tion is given as

��Z�n���� = 

−�

�

Dm1
�


−�

�

�
���

dq��dr̃��

2�
�
�

dq��dr̃��

2�

�exp�i�
�

r̃��q�� + i �
���

r̃��q��

−
�JN

2 �
�

�m1
��2�

�exp�−
p − 1

2
Tr ln �=�����r̃��, r̃��,m1

�����,

�A8�

where the matrix �= is defined in Eq. �A6� and
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��r̃��, r̃��,m1
��

= �
�

n 
 D���
����

�exp�Ai
�0 + �

j
�

�

�
�

� j
�
� ���gj

−1���� j
�����
�A9�

with

Ai
�0 = − i �

���

r̃��� 1

N
�

i

Si
�Si

�
 − �
�
��Jp

2
+ ir̃��
 1

N
�

i

�Si
��2

+ �J�
�
��

i

�i
1Si

�
m1
� �A10�

and gj
−1���= i�+��. The trace of the matrix �= given in Eq.

�A6� is obtained in terms of its eigenvalues.
The grand canonical potential is found introducing Eq.

�A8� in Eq. �10� which is evaluated at the saddle point. Thus

− ir̃�� =
�2J2

2
��m1

��2� =
�2J2

2
pr�� �A11�

and

− ir̃�� =
�2J2

2
��m1

�m1
��� =

�2J2

2
pr��; � � � . �A12�

APPENDIX B: TRICRITICAL POINTS

This appendix presents a procedure to obtain the tricritical
point ��tc ,Ttc� for both cases: a=0 and a�0. For a=0, the
Landau expansion of the grand canonical potential, Eq. �19�,
in powers of m gives

���m� = A0 + A2m2 + A4m4 + A6m6 + ¯ �B1�

with

A2 = �J�1 − ��J�/�1 + cosh�����	/2, �B2�

A4 = �4J4�2 − cosh�����sech�����/2�4/96. �B3�

The tricritical point is obtained when A2=A4=0. The position
of T2c in the Fig. 1�a� for �=0 can be also checked from the
equation A2=0.

For a�0, the PM/SG phase transition is investigated.
In this case, it is assumed that there is no essential
difference between RS and 1S-RSB schemes concerning
the location of the tricritical point.2 Therefore, we start
with the thermodynamic potential within the RS solution
�q�q1=q0, r�r1=r0, and x=0� written explicitly as a func-
tion of the order parameters r and r̄, and with m=0

�� = − �� +
a

2
��Jr̄ −

r

r − r̄
− ln�r̄ − r�� −
 Dz

� ln�cosh �� + e��2J2a/2�r̄−r�−�Ja/2� cosh �J�arz� ,

�B4�

where r and r̄ are given by Eqs. �22� and �24� within the RS
solution, respectively.

Equation �B4� is expressed as an expansion in powers of
r, which is related to the SG order parameter. Therefore

�� = �
i=1

4

f i�r̄,�,T,a�ri, �B5�

where r̄�r ,� ,T ,a� is obtained by a saddle-point solution of
�. In this case, r̄�r ,� ,T ,a� can also be written in the form of
a series

r̄ = r̄0 + r̄1r + r̄2r2 �B6�

with r1=0 as a result

r̄0 = ��J�1 − �JX0��−1, �B7�

r̄2 = −
2 + �6J6a2r̄0

3X0
2�1 − X0�

r̄0�2 − �4J4ar̄0
2X0�1 − X0��

�B8�

and

X0 =

exp��2J2ar̄0

2



e�Ja/2 cosh �� + exp��2J2ar̄0

2

 . �B9�

Now, Eq. �B6� is introduced into the coefficients of ex-
pression �B5�, which are expanded in powers of r again. The
resulting expression is then expressed in powers of the SG
order parameter q by expanding r

�� = F0 +
F2q2

�1 − �Jq̄0�4 +
F3q3

�1 − �Jq̄0�6 +
F4q4

�1 − �Jq̄0�8

�B10�

with

F2 =
a

4
��4J4aX0

2 −
1

r̄0
2
 , �B11�

F3 =
a

3
��6J6a2X0

3 +
1

r̄0
3
 , �B12�

F4 =
a

4
��4J4a2r̄2

2
�X0 − X0

2��r̄2 + 2�2J2aX0�

+
�8J8a3X0

2

12
�45X0

2 − 12X0 + 1�� −
1

r̄0
4��r̄0r̄2 − 1�2 +

1

2
�

− 6�J�1 − �Jq̄0�F3, �B13�

where q̄0=1 / ��J�1+�a��. The PM/SG second-order phase
transition occurs when F2=0 and F4�0 with the tricritical
point located when F2=0 and F4=0. In particular, one can
use the condition F2=0 with Eqs. �B7� and �B9� to obtain the
critical temperature T2f by solving

cosh �2f� = exp� J�2f
�a

2

�J�2f�1 + �a� − 1� , �B14�

where �2f =1 /T2f. For �=0, it is recovered the result
T2f =0.729 for a=0.1

MAGALHAES, MORAIS, AND ZIMMER PHYSICAL REVIEW B 81, 014207 �2010�

014207-8



APPENDIX C: FIRST-ORDER TRANSITION AT ZERO
TEMPERATURE

Here a procedure is presented to obtain the first-order
boundary phases of FE/PM phases �a=0� and SG/PM phases
�a�ac� at T=0 within the RS and 1S-RSB solutions. For
a=0, the grand canonical potential of FM solution at T=0 is
� fm=−�− J

2 . By comparing � fm with the grand potential of
PM phase, �PM=−2�, the first-order boundary is located at
�=0.5J. For the cases shown in Fig. 2, it is recovered the
grand canonical potential for a=0.

For a�ac, the effects of frustration are dominants. In this
case for RS solution, q̄−q�T for T→0. Therefore, close to
the transition, which means � /J�

a�J�q̄−q�
2�1−�J�q̄−q�� , the �SG at

T=0 is

�SG = − 2� + �2ar�y erfc� y
�2

 −

e−y2/2

�2�
� , �C1�

where erfc�z�=1−erf�z� �erf�z� is the error function�,
y� 1

�ar
�� /J− a

�2�arey2/2−2
� and r=erfc� y

�2
�. From the condition

�SG=�PM, y and r can be solved which allows finding
�1f�T=0�. Particularly, �1f�T=0�=0.689 for a=0.1.

In 1S-RSB scheme, for T→0, ���J�q̄−q1� is indepen-
dent of T and x=�T /J. Therefore, close to the transition,

where � /J�
a�J�q̄−q1�

2�1−�J�q̄−q1�� , the �SG at T=0 is

�SG =
Ja

2
�r̄� +

q1

1 − �
+ ��r1q1 − r0q0� −

q0

1 − � − ��q1 − q0�

+
1

�
ln�1 − � − ��q1 − q0�

�1 − �� �� − 2� −
J

�

 Dz ln

I�z�
2

,

�C2�

where

I�z� = e��+�1 + erf� �+

�2a�r1 − r0�
��

+ e��−�1 + erf� �−

�2a�r1 − r0�
�� + erf� ū + �ar0z

�2a�r1 − r0�
�

+ erf� ū − �ar0z
�2a�r1 − r0�

� �C3�

with ��= ��ar0z+a��r1−r0�− �̄, �̄=� /J− a
2

�
1−� , and

��= ��ar0z+ a
2��r1−r0�− �̄. The previous results for RS

solution are recovered from Eqs. �C2� and �C3� when
q�q1�q0. Again, equations for �, q0, q1, r0, r1, and
� can be obtained from �SG and solved. In this case,
�1f�T=0�=0.682 for a=0.1.
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